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Introduction
Low Rank Approximation

Tensor Factorization
• Canonical Polyadic (CP) decomposition

➢Drawbacks: 

1) Ranks need to be selected manually.

2) Only works well when one or two layers are compressed.

• Tucker decomposition

Rank Selection
• Variational Bayesian Matrix Factorization (VBMF) 

➢Drawbacks: 

1) A globally or locally optimal combination of ranks is not guaranteed. 

2) Once the ranks are set, they remain fixed during the fine-tuning stage.



• Exploit the elasticity in tensor ranks during training by adding a 
nuclear-norm-like regularizer to the loss function.

• Analyze variation of ranks in early convolution layers to deeper 
ones, which could be guidance to remove redundancy in wide 
layers without much information loss.

• Propose a generic rank selection method which can be applied 
for low-rank convolutional neural network (CNN) approximation 
together with other techniques.

Contributions



Tucker-2 Decomposition

Kernel tensor: 𝒦 ∈ ℝ𝑆×𝑇×𝐷×𝐷

Input feature: 𝒳 ∈ ℝ𝐻×𝑊×𝑆

Output feature: 𝒴 ∈ ℝ𝐻′×𝑊′×𝑇

Core tensor: 𝒞 ∈ ℝ𝑅3×𝑅4×𝐷×𝐷

Factorization matrix: 𝑈(3) ∈ ℝ𝑆×𝑅3 , 𝑈(4) ∈ ℝ𝑇×𝑅4

Tucker-2 decomposition on a kernel tensor.

The convolution process after the decomposition. 

Key: Find Tucker ranks.



Main Idea

• Nuclear-norm-based regularizer:

• Given the training dataset                                                        and weights parameter      in the 

network,                 are all convolution layers with kernel size larger than 1 × 1, 𝛼 is the scaling 

factor. Our initialization is determined by: 



Main Idea

• Considering sum of the singular 

values (SVs) in                and                                                    

as “energy”.

• Retain the leading singular values 

using a threshold ratio 𝑝.

• Define new rank as the minimum 

number of SVs which preserve a 

certain percentage of energy.



Experiments
Effect of Regularizer on SVs of the Parameters 

Fig. (a) and (c) show the trends of SVs of                  without and with regularizer, respectively. (b) and (d) show the 

trends of SVs                  without and with regularizer, respectively. It is obvious that when the regularizer is included 

in the training process, SVs keeps decreasing as the number of training epochs increases. 



Experiments
Layer-wise Analysis of Compression Ratios

• Show the advantages of dynamic rank 

search in NRMF over the fixed-rank 

approach in VBMF

• Reveals the unexploited data redundancy 

for deeper compression.



Experiments
Performances on Various Datasets and Neural Networks



Thank you!


